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1. Introduction

Although a great deal of interest has been displayed in neural network’s
capabilities to perform a kind of qualitative reasoning, relatively little work has
been done on the ability of neural networks to process floating point numbers
in a massively parallel fashion. Clearly, this is an important ability. In this
paper we discuss some of our work in this area and show the relation between
numerical, and symbolic processing. We will concentrate on the the subject of
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gorithm from a chaotic time series, then one may be able to predict the future
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