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OCTOBER 1955
33 Months 3.5 months late
36 Months .S months late
38 Months 1.5 months early
40 Months 3.5 months early
42 Months 5.5 months early
44 Months 7.5 months early

I1f waves of about these lengths were
present, their sums after such phase shifts
would not give a true result.

Another objection to the use of 9-C and
9-D is that they do not give as good
elimination of other waves as 9-A and
9 -B. Two graphs are appended {Figure 8)
showing a comparison of the action of 9-C
with 9-A, and 9-D with 9-B. This shows
that Methods 9-C and 9-D have very pesked
bottoms to the elimination curve, and would
not be very effective in removing waves
close to the one being fully eliminated.
Use of Methods 9-C and 9-D would be very
desirable to give results up to the current
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date, if they could be relied upon. It is
entirely unsatisfactory for this purpose
if the wave being developed is a group
instead of a single one. If used at all,
full consideration must be given to the
phase shift, and the fact that the result
may be inaccurate.

The key to the use of Methods 9-A and
9 -B, and any accompanying process, such
as a movxng periodic tnble, and movmg
average combinations, is the preparation
of an amplitude table for a wide range of
wave lengths, such as the one on page 89,
It should be assumed that very many waves
may be present, and that all should be
nearly eliminated except the one to be
shown. It is rare indeed that a single
operation will show a wave with any degree
of fidelity, and a properly prepared
amplification table changes such operations
from guess work to scientific planning.



TABLE 1

AMPLIFICATION TABLE FOR METHOD 9-A*
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Table 2
Separation of Three Waves, (11, |7, and 24) by Method 9.
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Table 3

ial Separation of Waves and Trend Line by Methods 9

-A and 9-8B.
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Amplituds
By Moving Average

Table Y

Rz duction of 60 Months Sine Waves

of Various Lengths.

1.0000
.9986
9963
0932
.9891
.9841
.2782
0714
9638

10 .9554

11 .9461
2 .93%9

13 .9260

14 .90132

15 .9007

16 .8e7%

17 .8732

18 .8588

19 .8434

20 .8274

21 .8107

22 .7934

2 71756

24 .7572

256 .7382

26 .7188

27 .6990

28 .6787

29 .6580

30 .6369

31 .6155

32 .5938

33 .5719

34 .5497

35 .5273

36 .5048

37 .4821

38 .4593

39 .4365

40 .4137

41 .3908

42 .3680

43 .3453

44 3227

46 .3002

46 .2779

47 .2558

48 .2340

49 .2124

50 .1911

61 .1701

62 .1495

63 .1292

54 .1093

55 .0899

66 ,0709

67 .0524

68 .0344

69 .0169

60 .0000

OOI N LI -

102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120

.0164
0322
0474
.0621
0761
.0895
.1002
.1143
.1257
.1365
.1466
.1560
.1647
.1728
.1801
.1868
.1928
.1982
.2028
.2068
.2102
.2129
.2149
.2163
.2171
2173
.2169
.2159
.2144
L2223
.2097
. 2065
.2029
.1988
.1043
.1893
.1839
.1781
«1720
«1655
.1587
«1515
.1442
«1365
.1287
1206
.1124
.1040
0955
.0868
.0781
L0694
.0608
.0618
.0430
0342
0255
.0169
0084
0000

121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
166
166
167
168
169
170
171
172
173
174
176
176
177
178
179
180

.0082
0243
.0320
.0396
.0469
.0639
.0607
.0672
0735
0794
.0851
0904
0954
«1001
.1044
.1084
1122
.1183
.1182
.1207
.1229
. 1247
1262
.1273
.1280
.1284
. 12&
.1281
.1274
.1264
«1250
.1233
1214
.1191
<1165
.1136
-1104
.1071
. 1034
.0995
.0954
0911
0866
.0819
0770
.0720
«0668
.0616
0562
0607
0452
03986
0339
.0283
.0225
.0169
.0112
.0066
«0000

181
182
183
184
185
186
187
188
189
190
191
192
183
194
196
196
197
198
1¢9
200
202
202
203
204
2056
206
207
208
209
210
"1l
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240

.0055
.0110
0163
.0216
0267
0317
0366
.0413
0459
.0503
.0545
.058b6
0623
.0659
0693
0724
.0754
.0781
.0805
.0827
.0847
.0864
.0891
.0900
.0907
.0912
0014
0913
.0910
.0904
.0896
.0886
.0873
.0858
.0841
.0822
.0801
0777
0752
0725
.0696
0666
.0634
«0600
0566
.0530
.0492
«0454
.04156
0376
0335
.0294
.0252
.0210
.0168
0126
.0084
0042
»0000

241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
£82
283
284
286
286
287
288
289
290
291
202
293
294
295
296
207
298
209
300

.0041
.0082
.0123
0163
.0202
.0240
0277
<0313
.0348
.0382.
.0415
.0446
0476
.0503
«0530
.0556
.0677
.0599
.0618
.0636
.06b2
.0666
.0678
.0688
0696
.0702
.C706
.0709
0709
.0708-~
0704
0699
0691
.0682
.0671
.0658
0644
.0627
.0610
.0591
0670
0548
06256
.0500
0474
.0447
0419
.0390
.0360
.0329
.0298
.0266
.0234
0201
.0168
0134
.0101
0067
.0033
.oow

301
302
303
304
305
306
307
308
K09
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336

337

338
339

340
341

342
343
344

S45
346

347
348
349
360
361
362
353
364
365
366
367
368
369
360

0033
.0066
«0099
.0131
.0162
.0193
0223
.0252
.0281
.0308
0334
0360
.0384
0407
.0429
.0450
.0468
.0486
0502
0617
.0630
.0542
.0552
.05661
.0568
0673
0577
.0679
.0580
.0579
.0576
0573
.0567
.0560
.0551
.0540
0529
.0516
0502
.0486
.0470
0452
.0433
0413
«0391
0369
0347
0323
.0208
0273
0247
.0221
0193
0167
01359
.0111
.0084
.0066
.00£8
+0000

This table may be used for a wave of any length by proportioning it to 60
Interpolations oan also _be used; such as a 41 months moving

months length.

average of 120 months being equal to 20% months of 60.



Table 5

Amplitude Amplification and Reduction, of Sine Waves
of Various Lengths from 10 to 132, for 3 Cycle
Moving Periodic Tables of Various Lengt hs.

-38 -40 -4 -42 -44 -48

WAVE +0 +0 +0 +0 +0 +0

LENGTH +38 +40 +41 4482 +44 + 45
10 10618 5.0% 2-618 10618 -0618 '1.000
11 -.921 -,.313 .37 1.828 3.000 £.681
1e 2.000 000 -,732 -1.000 .000 1.000
13 2.770 2.640 2.134 1,243 -.486  -,942
14 1,552 2.246 2£.802 S.000 £.248 1.420
15 "095‘ -(X)O 0791 2-618 2.8?’ 3.000
16 -.414 -1.000 -.848 ~-.414 1.000 1.766

17 10181 -.206 -.,702 “-anﬁ “-702 -0206
18 20533 1.352 06‘8 m -.Bw -1.000

19 3.000 2.579 2.094 1.493 <197 - +352
20 2.618 3.000 2£.902 2.618 1.618 1.000
21 1.729 2.652 2.912 3.000 2,862 2.248
22 1,820 2,309 2,601 3.000 2.929
23 -0255 '729 1.‘08 1-919 20709 2.926
24 -.734 000 +478 1.000 2.000 2,414
26 -.984 -,.818B -.P78 .148 1.126 1.618
26 -.9564 -~ .942 -.7T70 -.487 -392 <759
2" ’0669 ‘0987 - -985 -.8&) '.371 ’ow
26 -.248 -.802 -.950 -1,000 -.801 -.56¢
29 0264 -,449 -.712 -.B96  -.989 _-.892
30 <799 000 - 317 -.818 -.956 -1.00C
31 1.300 .501 «130 -.226 -.750 -.908
32 1.776 1.000 .810 238 -.414 -.661
33 £2.169 1.473 1.098 o717 «000 -+311
34 2.472 1,880 1.546 1.186 -454 «109
36 208& 2-5“0 2-283 2.0w 1.3‘8 1.000
38 3.000 £.892 2.768 2.566 2.092 1.807
40 2.902 3.000 2.9785 2.902 2.618 2.414
42 2.652 2.9011 2.978 3.000 2.911 2.803
44 2.311 2.680 2.818 2.919 3.000 2.980
46 1.922 2.365 2.651 2.709 2.926 2.982
48 1.819 2.000 2.212 2.414 2.732 2£.848
50 1.126 1.618 1.852 2.072 2.468 2.618
52 .T62 1.238 1.475 1,700 £2.133 2.328
54 430 .886 1.116 1.348 1.792 2.000
57 .000 .‘06 0615 083‘ 10276 1.‘93
60 -.336 .000 .183 . 382 91 1.000
63 -.596 -.323 -.167 .000 .360 .569
66 -.782 -.573 -.446 -.313 «000 2171
70 -.924 -.802 -.718 -.618 -.372 -.246
73 -.984 -.910 -.850 -.778 -.597 -.491
76 -1,000 -.973 -.938 -.892 -.759 -.675
80 -.976 -1.000 -.994 -.97% -.902 -.848
84 -.910  -.977 -.994 -1.000 _-.977 _-.950
88 -0818 —0920 "-953 -0979 '1.000 .’-995
o2 -.709 =-.835 -.884 -.924 ~-.981 ~-.995
96 -.588 -.731 -.793 - .5848 -.831 -.961

100 -.458 -.618 -.688 -.753 ~-.860 -.902
104 -.328 -.495 -.573 -.647 -.T70 -.823
108 -.196 -.370 -.456 -.533 -.668 -.734
114 000 -.186 -.274 -.360 -.509 ~-.580
120 . .189  .000 _ -,092 _-.176 -.338 -.414
123 .27 .092  .000  -,083 ~.255 ~.332
126 .363  .177  .086  .000 -.,165 -.250

132 537 287 .258 «156 .000 -.082




Table 6

Amplitude and Phase Shift Resulting from Operations by Method 9-C.
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Figure 3

The Summation Sine Waves I8 Units and 5 Units long of Various Relative
- Amplitudes as Indicated for their Full Synodic Period of 90 Units.
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Lesson XX1
Poge 1

LESSOI X1
The Streiff Mathad of Cycle Analysis

lir, Abrahai Streiff, a consulting engineer of New York City, has developed a
method of cycle analysis which I find useful. The essence of the method is that,
better than many other methods, it permits the waves of the component cycles to vary
in length and in amolitude.

I find the method useful to help me to understand the basic structure of a
series of fitures. For purposes of forecasting, however, it should be supplemented
by other methods. Cycles of irregular length and of irregular amvlitude are hard
to project!

Hr. Streiff's method breaks a curve into four parts: "Short cycle,” "middle
cvele,” "long cycle,” and "trend." These four parts, vhen added together, exactly
reproduce the original curve,

A Bird's Eye Picture of the Method

To start with, you compute a short moving average of the data. I'll tell you
later just how to do this, i.e., vhat kind of a moving average to compute.

In order to tie this birds eye picture into the charts and into the detailed
description to follow I'm going to letter the various computations to conform to
the charts and to their various columns on the worksheets. In accordance with
this plan I shall call the data “A" and call the short moving averaze "F."

Next you express your data (A) as deviations fronm your short moving average
(F). These deviations (G) are the first apnroximation of your short cycle. They
contain randoms, short cycles, and vestiges of your middle cycle.

How you compute a long moving average (L). This moving averasze is a mixture
of trend and the first apnroximntion of your long cycle.

Next you express your short moving average (F) as deviations from your long
moving averasge (L), These deviations %1) constitute the first apvroximation of
your middle cycle,

After this you figure out vhat part of the first approximation of your short
cycle (G) should be removed and added to the first apnroximation of your middle
cycle (li). Call this part N. I'1l shou you later hou to figure it out.

Take N out of G. Vhat is left after you take N out of G is your short cycle,
0’

Add ¥ to M. Yhat you have after you add these vestiges (N), to ¥, is a second
apnroximation of your middle cycle (P),

Now fisure out what part of F belongs to the long cycle. Call this part Q.

Ta%e Q out of P and add it to L. VYVhen 2 is out of P, what is left is your
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piddle cycle (R). VYhen Q is added to L you have a combination of long cycle and
trend. This combination is S.

You then estimate trend (T), and remove it from S. Vhat is left is your long
cycle (U),

Vhat Data to Use

The cycles vwhich are brousght out depend somevhat unon the veriod covered by
each datum. If you apnly the method to daily data vour short cycle will dring out
vaves from about 2 to about 4 or 5 days long; your middle cycle will bring out vaves
from about 5 to about 8 or 9 days long; your long cycle will bring out vaves from
about 9 to about 13 or 14 days long; your "trend" will be a mixture of true tremd
and lonzer cycles.

Similarly, if you use usekly data, your short cycle will bring out cycles from
about 2 to adout 4 or 5 weeks long, etc. If you use monthly data the short cycle
will bring out cycles from about 2 to about 4 or 5 months long. If you use sami-
apnual data your short cycle will bring out cvcles from about 2 to about & or 5
balf vears (1 to 2 or 2} yeara) long. And so on.

Thus, by resulatinz the veriod covered by your data from daily to annual, or
even to 2- or 5- or 10-year averages, you can use the method to isolate cycles in
any ranze you vish,

To make it easy for you to understand the method, I shall first give you the
vrocedure, sten by sten. Then I shall work out an exammle for you in Table A below.
Then, I shall follow the exammle throush for you, colurn by columm.

Procedura
Firss step: Post the data onto a tabulation sheet.

The data used in the exammle are lozs of semi-annual averages of some sgles
fizures. They are posted into Column A. And charted as Curve A,

Second atep® lake a 2-item moving total of the data., Post it in Colum B,
centered. That is, write your first total midvay hetueen first and second lines.
As threre are an even numher of terms to your moving total, exact centering nuts the
movinz total hetueen the lines instead of an a line,

(If you find it more convenient you may, of course, nost the moving total on
either the first or on the second line. If you do this, it puts the movingz total
1/2 of & line out of vroper timing--1/2 of a line early or 1/2 of a line late, as
the case may be--and you must keen this distortion in mind. Ir. Streiff posts to
the second)line. However, to keep things simple I have suggested you plot hatueen
the lines.

Third step: liake a 2-item moving total of the valucs in Column B. Post into
Column C, centered. !'rite vour first total on the second line (line G).
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Fourth step: llake a 2-item moving total of the values in Column C. Post into
Column D, centered. Vrite your first total between the 2nd and 3rd lines (vetween
lines b and c).

Fifth atep: lMake a 2-item moving total of the values in Colum D. Post into
?olum 1)3. centered. Urite your first total on the third line down from the top
line c).

The fifth step gives you a 2-item of a 2-item of a 2-item of a 2-item moving
total of the values in Columm A,

Sixth step: Divide every value in Colum E by 16. Post the result in Column
F on the same line as the number in Column ® vhich is being divided. (That is,
the first dividend would be posted on the third line down from the top of the page.

In actual practice it would be easier to multinly each value in Columm E by the
recinrocal of 16. The reciprocal of 16 is of course .0525. As you know, you can
alvays compute the reciprocal of a number by dividing 1 by the number (i%_.: .0625)

or by looking un the reciprocal of the number in a table of reciprocals such as the
one starting on page 548 of your test.

The sixth sten gives you a 2-item of a 2-item of a 2-item of a 2-item moving
averase of the values in Column A,

A 2-item of a 2-item of a 2-item of a 2-item moving averaze is a weighted
moving averaga of the followinz formila:

C, 3rd term = a,ll;b,léc{ud,t e
16 .
(or, 1/16a { 1/tb f 3/8c { 1/td { 1/16e, which is the same thigg),

vhere a Z first term, b = second term, ¢ = third term, 4 = fourth term, etc.

You can see how it builds up if you letter ench term as follows:

Col. A Col. B Col. C Col. D Col. E Col. F
(1st. term) a
afb
(2nd term) b af2bfe
bfc af3bf3cfd o
(3rd term) c bf2cfd afibfbefrdfe aflivibciidle
cfd bf3cf3dfe 16
(4th term) d cf2dfe :
afe
(Sth term) e

Obviously the 4th term would be b £ bc £ 64 4 e f X
16

etc.
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Seventh gtep: Uow get the deviations of the data, A, from the weighted moving
averaze, F. Post the result in Colum G.

"Deviations,” you remember, are the amounts by which the data are above or
velow (deviate from) the moving averarse or other trend.

You vill notice that in the above instruction I said in effect, "Subtract Col-
umn F from Column A." I think that by this time you should be sufficiently familiar
vith procedures so that I do not need to spell kt out. That is, I no longer need
to say, “From each value in Column A substract the corresponding value of Columm F."

The results in Col. G could be expressed as { and - numbers. However, as the
data are in lozs, it is convenient to add 2.000 to the results so as to keep the
values all positive around 2.000 as an axis. In practice you add the 2.000 mentally
before you put the values of Columm A in the machine.

The values in Col. G are the first approximotion of your short cycle.

Eishth step: Make a 2-item moving total of the alternate values in Colum F.
That is, total first and third terms, second and fourth terms, etc. Post the re-
sults into Column H, centered. \lrite the first tota)! on the fourth line of Columm
H, (line ¢) midvay between the two values you have added.

‘Yhat you have here is another kind of a weighted moving total with weights
of 1, 0, and 1. That is, the first term of your moving total added the value in
Col. F line ¢ vwith a weizht of 1, Col. F, lined with a veight of 0 (therefore. )
vou did not include it) and in Col. F line ¢ with a weight of 1. The next item
of your noving total added line d vith a veight of 1, line e with a weight of O,
and line f vith a weight of 1. Etc.

Ninth step: Make a 2-item moving total of the alternate values in Colum H
and post into Column I, centered. That is, write your first total on the fifth
line of Column I.

Tenth step: Hake a 2-item moving total of the alternate values in Column I
and post into Column J. Urite the first total on the sixth line of Column J.

Eleventh gten: Hae a 2-item moving total of the alternate values in Column
J. Post into Colurm K. VUrite the total on the seventh line of Columm K,

Tuelfth step® Divide each value in Column XK by 16 and post the result at
the corresnonding nosition in Column L, This is your long moving average. )

Yhat you have here is a 2-item veighted moving average (weights 1/2, 0, 1/2)
of a 2-item weighted moving average (weights 1/2, 0, 1/2) of a 2-item weighted
moving averaze 7ueights 1/2, 0, 1/2) of a 2-item weighted moving average (weights
1/2, 0, 1/2) of the values in Colum F.

(The movinz fotals had weights of 1, O, 1; the moving averssa has weights
of 1/2, 0, 1/2.)

If you wish vou can build the formla up for yourself out of letters as I did
for you for Column F.
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Thirteenth step: Commute the deviation of the values in Column F from the
correspondinz values in Columm L., Add 2.000 to avoid negative numbers. Post the

results in Colum !f, These values are the first approximation of your middle
cycle.,

Fourteenth atap: Chart the values of Colum G. (See Curve G)

Fifteenth step: Chart the values of Column M immediately below the chart of
Column G. (See Curve If).

Sixteenth aten® BRuh a median line through the waves of Column G. See Curve
N, Let it aporoximate Column M, Call this median N. Read off values and record
them in Column N, I'l)l discuss later just how to compute this median.

Seventeanth step: Subtract each value of the median N from the corresponding
value of G. Record the result in Columm O. The result is your short cycle.
(See Curve 0).

Ejghteenth atep: Add the median I' to the deviation M, Record in Column P,
This is the second aporoximation of your middle cycle.

Nineteenth step: Chart Colum P, (See Curve P)

Tuantieth atep: Chart the values of Colurmm L below the chart of Column P.
(See Curve L)

Twenty-firat step: Run a median line through Column P. (See Curve Q) Let
this median resemble Columm L. Read off values of median and post in Colum Q.

Tyentv-secand step: Subtract Column Q from Colurm P, Post result in Column
R, These values constitute vour middle cycle. (See Curve R)

Twenty-£hird step: Add Column Q to Colurm L, Record results in Column S,
This gives you the combination of long cycle and trend. (See Curve S)

Twenty-fourth step: Run a median line through S. (See Curve T) Record
values in Columm T. These values are your trend.

Twenty-fifth atep: Subtract Column T from Column S. Post result in Column
U, These values constitute your long cycle. (See Curve U)

Twenty-sixth step: As a check, add values in Colum T (trend), Column U
(1ong cyele), Column R (middle cycle), and Column O (ehort cycle). Sum should
equal values in Column A, the figures with which you started.

Twenty-seventh step: Chart vour short cycle (Column O), your middle cycle
(Column R), your long cycle (Colum U) and your trend (Column 7). -

Tuenty-eighth a.mm Project each of the four curves above, as best you can,
in the way in which they have been going. Combine. This is your forecast.
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Duenty-ninth step’ Compare the projection with actual behavior over the
veriod that has been lost by the process of maninulation. If necessary revise
the projection so that, as well as possible, it fits the actual behavior.

Thirtieth step: Do the job over using basic data of some other length (for
example, annual data instead of semi-annual data, or vice versa).

Reanme

Column G of the above process is mercly the deviations from a relatively
short moving average. The fact that it is a weighted moving average does not
change the essential charccter of Curve G. .

The fact that any'moving average cuts off the tops of longer cycles, and
fills up their troughs, automatically means that any deviations from a moving
average contain a certain vestige of the longer cycles.

The Streiff method attempts, by means of the median line N, to capture this
vestige of the next longer cycles. Then, by subtracting ¥ from G, the Streiff
method attemots to shovw the short cycle freed from distortion by the veetiges of
the middle cycle. These vestiges are not only taken from G, where they don't
belongz, but added to !f, vhere they do belone.

The first anproximation of the middle cycle ! is derived by odbtaining the
deviations of the short moving average G from the middle moving average L. To
this basic pattern, M, you then add, as said above, the vestiges of the middle
cyele which were in the first apnroximation of the short cyele, and which, as
N, you too: out of @, to get P. In addition to adding the vestiges of the middle
cycle which has becn in the short cycle from P you take out Q, the vestiges of
the long cycle still remaining in the middle cycle.

These vestiges of the long cycle Q are added to I to give you your long
cycle and trend,

All this is very simmle but I am afraid it may sound commlicated. Perhaps
it would help if I said it over again in other words.

G ig the first aporoximation of your first cycle. To get the actual short
cycle (0) from G you subtract 1, the vestige of the middle cycle remaining in G.

If ig the first apvroximation of the middle cycle. It's merely the deviations
of the short moving averaze from the long moving average. You get the middle
cycle from I by adding the vestiges (N) of the middle cycle which you took out
of G and subtracting the vestiges of the long cycle Q.

5, your longer moving average, is the first aporoximation of your long cycle
and trend. From L you get your long cycle by adding the vestiges of the long
cycle (), found in the first approximation of the middle cycle (P) and by sub-
tracting trend.
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TABLE A
An Example of a Cycle Analysis
by the liethods of lir. Abrgham Streiff
as Apnlied to the Shipments of Product X
A B C D E F
Line Date Logs A 2-item A 2-item A 2-item A 2-item Short mov.
of noving moving moving moving average.
Data total total total total (A 2-item
of data, of Col. B of Col. C of Col. D of a 2-
centered centered centered centered item of
a 2-item
of a 2-
item m.z.
of data,
centered)
(Col, E
s 6
a 1lgt H '35 1.998
4,113
b 2nd H '35 2.115 8.390
L, 277 17.090
c let B '36 2.162 8.700 34.808 2.176
4,423 17.718
d 2nd H '36 2.261 9.018 35.706 2.232
L.595 17.988
(] 1st H '37 2.334 8.970 35.515 2.220
v 4,375 17.527
f 2nd H '37 2.04 8.557 34.501 2.156
4,182 16.974
e 1st B '38 2.1 8.417 33.862 2.116
4,235 16.888
h 2nd H '38 2.094 8.47 33.977 2.124
4,236 17.089
i 1st H '39 2.142 8.618 34.563 2.160
4.382 17.474
J and H '39  2.240 8.856 35.443 2.215
L 474 17.969
k 1st H '40 2.234 9.113 35.567 2.285
4.639 18.598
1 2nd H ‘40 2.405 9.485
L.846
m 1st H '41 2.4
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[ i 1 J X L I
1st. apnrox. A 2-item A 2-item A 2-item A 2.item Long mov. 1lst apvrox.
of short wtd. mov, wtd. mov., wtd. mov, wtd. mov. 4v. (A of middle
cycle. total total total total 2-item of cycle.
L Dev. of of Col P, of Col B, of Col I, of ColJ, a 2-item Dev. of
4 data from centered, eer_ltgred. ce!;tered. cex}tgrod. of a 2- short
n the short (Veights (Veizhts (Veighte (Veights item of a wtd. m.a.
e mov. av. 1,0,1)  1,0,1) 1,0,1) 1,0,1) 2-item (Co1. P)
(Col. A wtd. m.a. from long
4 2.000 of short wtd. m.a,
- Col, F) m.a. cent. (Col., L)
(Col. X (Col, F
2 16) 4 2.000
- Col.L)
a
b
c 1.986
d 2.029 4.396
e 2.114 4,388 8.732
f 1.885 4.336 8,668 17.344
[4 2.a95 4,280 8.612 17.287 34,677 2.167 1.949
1.970 L. 276 8.619 17.333
i 1.982 L.339 8.721
J 2.025 4,445
k 1.949
1
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TABLE A--Continued
lHedian of Short Second  lledian of lHiddle Long  Trend. Long
wvaves in cycle aporoxi- waves in cycle cycle Hedian of cycle
Co1, € (Cor. G mation Col. P (Col. P & Trend waves in (Col. S
L determined ¥ 2,000  of middle dster- 4 2.000 (Col. L Col, S 4 2,000,
1. granh- - Col ¥)*  gycle. mined - Col ?) 4 Col Q deter- -~ Col. T)
n 1ieally (Co1. M graph- ~2.000) mined
) £Col. ¥ {cally graph-
- 2.000) ically
a
]
c 2.020 1.966
d 2.043 1.986
() 2.027 2.087
f 1.975 1.910
g 1.965 2,060 1.914 1.995 1.919 2.162 2.190 1.972
h
i
J
k
1l



Lesson XXI
Page 10

Details of Commtation

Column B: The first value, 4.113, is obtained by adding the first two values
in Columm A, namely 1.998 and 2.115.

The next value in Colum B is obtained by adding the second and third values
in Colurm A, namely 2.115 and 2.162, Etc.

Note that the values in Column B are recorded halfvay between the values of
Column A from which they are computed.

Column C: The values in Columm C are obtained dy adding successive pairs of
figures in Column B, Thus 8.390 is the sum of 4.113 and 4,277. 8,700 is the sum
of 4,277 and 4.423,

Hote that as the values in Column C are posted midway detween the values in
Column B, that the values in Column C fall on the lines instead of between them.

Column D: Column D is obtained similarly. Thus 17.090, the first value in
Column D is obtained dy adding 8.390 and 8.700 in Columm C, etc.

Colum E: The values in this column are obtained in the same way., 34.808
is the sum of 17.090 and 17.718, etc. By now the various values in Column A have
been taken 16 times (2 x 2 x 2 x 2),

Column F: Each value in Column E is now divided dy 16 to reduce the totals
of Czlunn E to an average. 34.808 in Line c divided by 16 and rounded equals
2.176, etc.

Column G: The values in this colurm are obtained dy subtracting the values
in Column F from the corresvonding value in Column A. And, to avoid negative
numbers, adding 2.000. Thus, the first value 1.986 is odtained by starting with
2.162 from Column A and subtracting 2.176 from Colum F and adding 2.000. In
practice you subtract 2.176 from 4.162 to get your ansver.

Column H: The first vaiue 4.396 on Line d is obtained by adding the values
of Lines ¢ and e in Column G, namely 1.986 and 2.114. The second value in Column
H, 4,388 ig obtained by adding 2.029 on Line @ of Columm G and 1.885 on Line ¢
of Column G and so on down the page.

Column I: Columm I is obtained from Column H in the same way that Colum E
vas obtained from Column G, 8.712 is thk sum of 47396 and &4.336."

Column J: Column J is obtained from Column I in the same way that Column
I vas obtained from Colurm H. 17.334 1s the sum of 8.732 plus 8.612.

Column K: Column K is obtained likewise. 34.677 is the sum of i7.33’4» and
17.333.

The next value in Column ¥ would be the sum of 17.287 on Line g of Column J
plus vhatever value belongs on Line 1 of Column J.
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Column L: The values here are the values in Column K divided by 16. Thma,
34.677 divided by 16 is, vhen rounded, 2.167. Ve divide by 16 for the same reason
. that ve divided Colurm E by 16 to get Column F. The process of addition has built
up a total of 16 terms in Column K,

Column H: The value of 1.949 in Line g is 2.116 in Column F minus 2.167 in
Column I plus 2.000, to keep the values above and below 2.000,

Column N: These values are obtained graphically from Colurm G and naturally
start in Line c because Column G can be computed back to Line c.

Column ¥ needs a little bit of discussion. To draw your median line N in
the chart of Column G, you make a mark on each lez of each cycle halfwvay bdetween
the top and bottom of that leg.

Uherc the top and/or bottom is fint it is a good nlan to estimate the top
at the vlace it would be if it could be nlotted between the lines. Use dotted

lines to let the cycle go up or dowvn to its estimated top or bottom between the
line value.

“ow’connecy these poiﬁts that you have marked on the legs of the cycles in
Curve G with a curved line, to approximate as nearly as possible the waves in
Column 1, which, according to instructions, you have nlotted beneath Column G.

The idea is to take out of Column G the vestiges of Column !{ that have been
left in it by method of construction, and to add these back into Column U where
they belong.

Yhen you have draun your median line N, read the values from the chart and
plot them in Column ¥,

Column O: The velues here are obtained by subtracting from each value in
Column G the corresnonding value in Column N and adding 2.000 to keep the values
positive. The first value in Colurm O, 1.966, is obtained by subtracting 2.020,
the first value in Column ¥ from 1. 986 the first value in Column 6, and adding
2.000,

The other values are obtained similarly.

Column P: The value of 1.914, the first value in this column, is obtained
by adding the valuz in Column li to the value in Column N and subtracting 2.000.

Ye put into U the same values that we took out of G.

Column ?: These values are obtained graphically from Column P in the same way
that Column ¥ was obtained granhically from Column G.

As the values in Column P cannot be computed prior to Line G the values of
Column Q start in Line g also.

A1l the values in Column Q are read from the chart.

~
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Colurmn Q is drawn in such a way as to resemble as much as possible Columm L.

. Column R: The value of 1.919 ies obtained by adding 2.000 to the corresponding
value of Column P, namely 1.914, and subtracting the corresponding value of Column
Q, namely 1.995.

Column S: The first value in this column, namely 2.162, is obtained by
adding 1.995 from Column 2 to 2.167 from Column L and subtracting 2.000.

Column T: Trend is determined dby running a median line with a French curve
or othervise through the midpoint of the legs of the various cycles in Column S.
The values are then read from theq curve so drawn.

Columm U: The value of 1.972 wvith which thie column starts is 2.162 from
Column S plus 2.000 minus 2.190 from Column T,

Check: To check your result you add Column U, Column T, Column R, and Column
0 (1ess of course 6.000) to get the corresnonding value in Column A. In this case
the arithmetic is 1.972 plus 2.190 plus 1.919 plus 2.060 less 6.000 to give us
an ansvwer of 2.141 wvhich checks. .

This matter of adding or subtracting 2.000 may be a little confusing, Remember
you are dealing wvith lozarithms. Yhen you add it is equivalent to mmltiniication,
when you subtract it is equivalent to division.. Adding or. suhtracting 2.000

merclv Freps vour vealues in terms of los of percentaes instead of ratios. -

I have not bothered to fill in the rest of the computations, portly to save
vork at this end but chiefly to keep from confusing you.

Discussion

The value of the Streiff methods of analysis are that they, for me, help to
clarify the main structure of a series. For purposes of forecasting I feel that
more detailed studies should be made of each of the comnonent cycles. The useful-
ness of the method as I see it is that it concentrates your attention upon those
areas vhere further work is likely to be most productive.

References
HMr. Streiff has exnlained the mathematical Justification for his methods and
has given several examples of their use in two articles vhich have appeared in the
Honthly Veather Review as follows:
lionthly Yeather Review, July, 1926, Pages 289--296.
lonthly Yeather Review, larch, 1928, Pages 98--99.

The Honthly 'eather Revievs in which these articles are printed can be bought
for 25¢ apiece from Superintendent of Documents, ‘ashington, b, C.

PROBLEMS

Problem 1. liake a Streiff analysis of the Standard and Poor's combined annual
stock marVet data or any other series of figures in which you are interested.
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LESSON XX1I
HOW TO DETERNIITC AI'D PROJECT TREND

As you knov, trend is the tendency of a series of figures to increase (or de-
crease) gradually over a period of time.

To determine the trend: (1) First you remove the cycles. (2) Then, from the
remainder, you idealize the trend. (3) Then you determine the characteristic of
your idealized trend. (&) Finally, you project your idealizated trend according to
its characteristics. It is as simnle as that!

(1) _To Remove the Cycles

You do not need to be told how to remove the cycles. You (a) find them, (b)
idealize them, and (c) adjust your series for them one after the other. Uhat is left
is (a) trend (b) randoms, (c) undiscovered cycles and (d) artifacts introduced by
any erroneous cycle determinations.

(2) To ldealize the Remainder

Firet of all, plot the values of the remainder on ratio scale, unless your re-
mainder is in logs, in vhich event plot it on aritlmetic scale. (In this lesson the
term "r;mainder“ is used to denote the values of the data after the removal of all
cycles. :

. . In most instances the main structure of your curve will be smoothly concave
downward. For the moment let us assume that, in the imaginary case we are consider-
ing, it is. (Later we can consider those instances where it is not.)

Your problem now is to get rid of your randoms and to leave your trend. Basy.
(a) Smooth by a moving average. A moving average will largely eliminate your
randoms; will have but very little effect upon your trend. (b) Or fit a French
Curve to the chart of the remainder. Draw your trend. Read off your values. (c)
Or drav in your trend freehand. Read off your values.

(a) Smoothing by a Moving Average

You will remember that moving averages lie below the trend when the trend is
concave downward. The longer the moving average the more it lies below the trend.
The nore concave the curve the more the moving average will lie below the curve.

As every curve will be different I can give you no rules to follow to deter-
mine the correction you must apply to your moving average to reconstitute the trend.
You must proceed by trial and error. That is, you must make a guess as to the true
trend, take the same moving average of it as you took of your remainder, see if the
tvo moving averages correspond. If not, make another guess, and so on until the
correspondence is close enough,

One vay to make your first guess is to make a moving average of the moving
average. Suppose you made a 9-item noving average of the remainder, ldake a 9-item
moving average of the 9-item moving average. If your second 9-item moving average
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lies uniformly .005 belov your first moving average you could come very close to .
your trend by adding .005 to each value of your first moving average. The same
principle vould anply even in those instances where the interval between your moving
averages vas variable. You make each term of your first guess of the trend as much
above your first moving average as the corresponding term of your second moving
everage is below the corresponding term of your first moving average.

Of course this method will cost you values at each end of the series. These
will have to be extrapolated (extended) graphically.

(b) Smoothing by a French Curve
Another way of idealizing the remainder is to lay a French Curve on the chart

of the remainder, slide it around until it fits, drav in your trend, and read the
values from the chart.

A French Curve is a curved ruler used by draftsmen. It is usually transparent.

A modification of this method is to lay a flexible ruler edgeways on the re-~
mainder, bend it until it fitse, draw the trend, read off the values.

(c) Smoothing Freehand

Still another way to idealize your trend is to draw it in freehand. Be careful
to draw a smooth line which changes direction smoothly and consistently.

General

In all instances be sure that the variations of the remainder above your trend
are approximately equal to the variations of the remainder below the trend.

In making these determinations it is sometimes wise to meke use of the principle
of limited data, already explained in earlier lessons. That is, occasional freak
highs and lows should be "cut down to size" before being averaged or used to deter-
mine variations from trend.

Vhen the Trend is Not a Curve Smoothly Concave Downward.

Occasionally you will find a trend which, vhen plotted on ratio scale or in
logs, is not smoothly concave downward. Reference is made to Cycles for December
1955 vwhich will be sent on request without charge as a supplement to each person
taking the course vho has not already received it as a member of the Foundation.

For example ——

Growth may be killed, as with horse drawn vehicles.

Growvth may be cut back, as with cotton production.

Growth may have reached its upper asymptote, as seems to be true of Jumber pro-
duction. (The asymptote is the limit toward which a curve aporoaches. )

Growth may have experienced a rebirth, as with lead production, petroleum pro-
duction, coffee production, the ponulation of Germany.
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Growth may be irregular because of lack of homogeneity of the data. For ex-
ample sales may suddenly have doubled due to a merger. Sales in dollars may have
been distorted due to inflation.

Growth may be concave upward, as with the debt of the Federal Government.
(Such a circumstance cannot continue indefinitely. Zventually the trend will change
or ve will have repudiation. liy guess favors the probability of repudiation, but
not until after the next major war.)

Growth, may be a straight line.

In all such instances the trend must be idealized as it actually is. However
be very careful lest vhat seems to be a discontinuity is really a long cycle. For
example I once thought the trend of shipbuilding was sharply downward 1855 to 1895;
discontinuous from 1895 to 1905; sharply downward 1905 to 1935. It was not until
the pattern began to repeat——discontinuity 1935 to 1945, downward from 1945 onward—
that I realized that vhat we have in shipbuilding is a practically level trend with
a S50-year cycle cresting about 1853, 1903, 1953, setc.

there growth is irregular due to lack of homogeneity in the data you should not
try to force the trend into a smooth pattern. Let the discontinuity show in the
trend.

Growth figures in currency dollars should be adjusted for inflation. There is
no entirely satisfactory wvay to do this., One way is given in a supplement to this
lesson. If the growth and inflation factors are separated each can be projected
separately.

(3) To Determine the Charpcteristics of Your Idealization

The first thing to do at this juncture is to compute the l-item moving
difference of the logs of your trend. (The l-item moving difference is called the
first difference.) If your trend is not in logs compute the l-item moving
percentage. .

The first difference should change values smoothly and 'regularly. For example:
.010, .o010, .009, .008, .008, .007, .007, .006, .006, .005, .004, .004 etc. It
should not jump around., For exammle: .00, .010, .008, .009, .008 etc. If
it does jump around you muet change the values of the trend so that it does not.

In the example given you would raise the fourth term of your trend dy .001, viz:

1st 2nd 3rd Lth 5th

Term Ternm Term Term Term

Trend 1,560 1,570 1,580 1.588 1.597
1st Difference ——- .010 .010 .008 . 009
Change 1.560 1.570 1.580 1.589 1.597
1st Difference ——— .010 .010 ’ﬂ . 008

Of course there wvill be some irregularity because you will not ordinarily have
enough decimals to give you a perfectly smooth first difference, In the first ex-
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ample given you have two .010's one .009, two .008's, .007's, .006's, one .005 etec.
This cannot be helped unless you use four or five place logs.

To see if your 1st differences are smooth you can compute the second differences

(1st differences of the 1st differences), However you can usually see by inspection
how smooth they are,

It's a good plan to plot the 1st differences. If they go up and down in waves
you may get a hint of a previously undetected cycle. Such a cycle can be isolated
and removed or smoothed out by a different (or additional) moving average.

The first differences of your trend must be smooth, dbut do not get the idea
that they must plot as a straight line. For example they might run .060, .050,
041, .033, .026, .020, 015, in vhich case the 2nd differences would be plotted as
a straight line. (The second differences would be .010, .009, .008, .007, .006,
.005, etc.) However the 2nd differences don't need to be a straight line either.

The thing is, you wmust figure out how the trend has been behaving. You must
get a trend that varies according to some regular lawv. When you have done this
you can project it according to the same lav.

Once you have found the law you can devise a mathematical formula to express
it, if your mind runs to that sort of thing. But a formal mathematical expression
is not necessary.

Conversely it may happen that one of the well known mathematical curves-—~a
straight line, a parabola or a logistic—fitted to the remainder (after the cycles
are removed) or to the logs of the remainder, will describe the behavior of the re-
mainder (or its logs). If so, well and good. However remember that no matter hov
"mathematical®™ your curve it is merely a description, and essentially no dbetter—
and certainly no more objective-~than the homely methods I have suggested earlier.

You should not be completely unaware of these mathematic curves, however, I
am therefore going to ask you to read as part of thisg lesson, pages 334-351 of your
text book, Spurr, Kellogg and Smith.

In reading these pages you will note that the method suggested for fitting a
straight line trend by means of least squares is slightly different from the one
I gave you in Lesson XVIII. I like my method better. I think it is easier to ex-
plain, to understand, and to use. However both methods come out to the same place
in the end. Use either one you like.

Although it is desirable to fit a trend to all of the remainder, the really im-
portant thing, from the standpoint of projection, is to see, as best you can, how
the trend has been behaving in the immedate past. If the trend has been increasing
by .00l an interval (month, day, year, or vhatever) for the past ten intervals it
is reasonable to assume that the trend for the next ten intervals will behave like-
vigse. That is, if the last ten values of trend have been 2.191, 2.192, 2.193,
2.194, etc. up to 2.200 it is reasonable to assume that the next few values will be
2.201, 2.202, 2.203 etc. If the last few values are right it does not matter 80
much sbout the others.(from the standpoint of projection).

(4) Projecting the Trend

The discussion of projecting the trend has been largely anticipated by the
last paragraph. You merely find out hov the trend has been behaving and project
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it on the same basis.

Perhaps the only things that need to be said further are: Don't project the
trend any farther than you have to. Revise your projection at frequent intervals,

Synthesizing Trend and Cycles

It's a good plan to multiply the trend and cycles together (or add them to-
gether if they are in logs). You already kmow hov to do this. You can then com-
pare the synthesis with the original figures to see how well they correspond. This
will shov you how good you are.

Don't think from the fact that they correspond pretty well that you nedessarily
have anything. You may merely have done a good job of descriptiop.

You should compute and chart the differences between logs of the synthesis of
trend and cycle and the logs of the original data. This will show you how bad you
are. It ie important to knov this. These differences should be the same as the
differences between 1logs of the remainder after removal of all the cycles and the
logs of trend.

Projecting Trend and Cycles

Having projected your trend you multiply each value of the trend by the
appropriate value of each of the cycles. This is your projection,

If your cycles have been determined correctly, if they are significant, if
they continue, and if your trend has been determined and projected correctly, the
projection of cycles and trend should forecast the future with no more error than
is shown by the divergence of actual figures from the synthesis of cycles and
trend. (if, if, if, and if!!!
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LFESSON XXI1I
TZSTS FOR TE'@ SIGVIFICA'CH OF CYCL™S

If you have a series of numbe. s in which each number is totally unrelated to
the number before and the number follouing, it is relatively easy to evaluate the
significance of any cycles you find.

Sianificance means peaningfulness. In other words, significance is the extent
to which the behavior is the result of chance (random forces), or isn't.

ore exactly, the significance of the behavior refers to the mumber of times
out of a hundred or a thousand or some other number that the behavior could have come
about purely as a result of chance. If the behavior could not have come about by
chance more than once in 20 times it is ordinarily considered "significant" (meaning-
ful). In other vords, "Prick up your ears." If the behavior could not have come
about as a result of chance more than once in 100 times it is ordinarily considered
*highly significant.” In other words, "Its a good bet." If it could not have come
about as a result of chance more than once in 1,000 times it is ordinarily considered
Paxtremely significant." In other words, "You can almost bank on it."

Now, as I said above, for numbers successively unrelated to each other—1like
the pumbers in a telephone book for instance—it is quite easy to determine the sisg-
nificance of cycles. But--and here's the rub--the numbers we are interesed in are
related to each other.

Consider pig iron prices for example. During the past 180 years the average
annual price of pig iron (adjusted) has varied from $12 a ton to $53 a ton. But not
all at once. Prices have vorked themselves up, then worked themselves down again.
Prices go up or down from vhere they are. If they are 14 this year they can't
possibly go up to 50 next year, tren down to 15 the next. This interrelationship
from term to term is celled serial correlation. To eliminate serial correlation--
that is to get pig iron prices in random order—you would have to write the price
for each year cn a card, put the cards in a hat, shake the hat, and daraw the cards
out one by one. The series you would gét this way would have the same prices but it
would not look like any econonic time series you aver sav. It would jump around -
every which way in pure random order.

All economic time series I can think of have serial correlation. So do
climatological series, biolozical series, medical series, and many others. And the
presence of scrial correlation invalidates almost all of the tests of significance
that have so far been worked out! This fact makes it unnecessary for us to go into
detail in regard to these tests, or for you to learn them. They wouldn't do you
any good if you did learn them.

Professor Hotelling--one of our leading mathematical statisticians--told me
he though (sic!) that, if he had the time (vhich he hadn't), he could modify some of
these tests so that serial correlation would probadly (sic!) make no difference.
The anplication of the modified test to a series I uanted him to test would cost
about ?20.000. he eaid. llot much help there!

There is one test however, uvhi~h Viaitatiopsr, seors to’be on
the right track., The test vas : ‘an of
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Washington. In the words of C. L. Armstrong, who wrote the account of it being sent
you herewith, Yamong the various devices used in testing for significance, Bartel's
technique seems t0 give perhaps the most reasonable results."

I think that by reading Armstrong's paper you will be sble to apply Bartel's
test without difficulty, especially as he works out an example for you. Eowever, to
be on the safe side I'll vork another example for you.

Let us usc controlled data. Let us use the first 40 values of Curve ¥ of Lesson
V. These values are repeated for you herewvith in Table I. Ag you will recall, Curve
E represerts a perfectly regular 8-rear cycle with amplitude 7, 20, and randoms. The
randoms obscure the cycle so that you can barely see it.

Tecble 1
The Data

A perfectly regular 2igzag with amplitude of _‘f_ 20 to vhich random nurbers have been
added.

Source: Col. E of Table 2 of Lesson V (page 18 for figures, page 24 for chart).

Year Value Yedir Value.  Yarr Yrlue Year Tzlue ' Tear Value
1 1 9 2 17 17 25 ~58 33 -1
2 19 -* 10 - 2 18 -9 26 22 3 2
.3 35 11 -38 19 19 27 12 35 =1
[} -8 12 35 20 5 28 -32 36 21
5 20 13 66 21 -9 29 26 37 10
(3 -2 14 -2 22 -5 30 ~22 38 . 5
7 Ll 15 =37 23 =2 32 72 39 -11
8 -13 16 A 2l -19 32 [ Lo 20

Lets pretend Curve E represents some reel behavior and that we suspected an 8- -
year cycle. How many times could you get by chence e2lone a cycle as good as this
in a series of figures as long as this?

The answer, according to Bartels, is once in about 10 times. The arithmetic
is fully vorked out in Table II, Table II1I, and the few computations which fo]zlow.
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Table II

Sine-cosine curves fitted to
the firgt five 8-item cycles of Curve E
_Source: Table I

((a) (v) (c) (a) ______1st Cycle 2nd Cycle

-] Sin @ Cos @ Y Ysin 6 Ycos © Y Yoin € Ycos @

Year (a + B) — B __ A _ B
1 12,5 f .707 4 .707 1. 7L f . 2 f1s1 T f1m

2 25.  41.000 000 19 49, .0 2 42 0,
3 37.5 4 .707 - 207 35 424,75  =24.75 -38 -26.87  426.87

b 50 .000 -1,000 -8 0, 4 8. 35 0. -35.
5 62.5 = .707 - 707 =20 414,24  f14.14 66 46,66  -U46.66

6 75 ~1.000 000 -2 4 2. 0. -2 42, 0
7 87.5 = .707 4 .707 44 431,11 -31.11 =37 426.16  -26.16

8 100.0 .000 41.000 13 __ 0. =13. -4 0, - U,
Potal #9171 46,01 41.96  -83.54
+ 8/2 422,93  =11.50 ~10.49. -20.89

lable Il continued.
(a) 3rd Cycle bth Cycle 5th Cycle

Jeor Y Yein 0 Y coa O Y Yein 0 Ycos Y Ysin O Y cos O

ear __ _ A B B A B
1 17 12,02 ~ f12.02 58 jf.m- 41,01 -1- .71 - .n

2 ~9 -9, 0. 22 422,00- 0. 2 42,00 0.
3 19 f13.43 ~13.43 12 48,48 -8.48 -1 - .1 4.7
h 5 O -5 32 0. - 432.00 21 o. ~21.00
, 2 -9 4 6.36 4 6.36 26 -18.38- -18.38 10 -7.07 =~ 17.07

-5-4 5. 0. -22 422,00 - 0. 5 - 5. o,

7 -24  416.97 -16.97 -72 #50.90- -50.90 ~11 47.78 ~7.78
8 -19 _o, -19. 4 _o, 44, 20 _o0, 420,
Total #4478 -36.02 -82.77 -3.70  -15.85
+ 82 . J11.20 - 9.01 11.00% -20.69 - .93 -3.9

e sum of their squares
Source: Table II _

et ————

gyele B a2 p2 2 4 g2
1 22.93 -=11,50 525,78 132.25 658.03
2 -10.49 -20.89 110.04 436.39 546,43
3 411.20 - 9.01 125.44 81.18 206.62
4 @N-11.00 ~20.69 121.00 428.08 549.08
5 - - 3.96 .86 15.68 16, 54
Sum 11,71 -66.05 1976.70
Average f 2.34 ~13.21 395.34
331
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Computations
Average amplitude——- = ~‘l Az.{ B2

(Substituting from Table III) 1(2.3&)2 4 (-13.21)%

(Simplifying) = Ys5.48 £ 174.50
(Simplifying) = Y179.98 = 13.42

Quadratic mean (square root of the
mean of the squares) of the five
individual amplitudes

, vhere N equals the number
of cycles

"
W4
W
O
"
W
&

(Substituting from Table III)

"
E:

(Simplifying)

Quadratic mean divided by the square
root of the number of cycles

"
P
=
’.l‘
(¢}
=
D

(Substituting from sbove)

dé.

19.88 - 8.891
2.236

(Simplifying)
Square of the average amplitude divided

by the quadratic mean divided by the Averaze ude
square root of the no. of cycleg———— = w
i3

(Substituting from above) = (é}égi)Z

(Simplifying) (1.509&)2 = 2.278

Reciprocal of e raised to a pover equal

to the square of the average amplitude

divided by the quadratic mean divided

by the square root of the number of , .

cycleg———— - 1
ye T e2.278
{Substituti 1
ubs u n6) (2.?1828)2~278
(Simplifying) - 1
9.76

Hence, an B-item cycle as regular as this in a series as long as this (40 terms) can
be found by chance about once every 10 times (9.69). 1It's not very significant.
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Explanation and Comments.

Table I: Note that the data contain cycle and randoms only. If trend had been
present you would have had to remove it.

Table II: (Review Lesson XV, Sine and Cosine Curves and how to fit them.)
As the cycle is 8 items long there are 8 points to fit.

If the cycle had been of a fractional length, such as 8.2 items long there
would still have been only 8 points to fit. However five cycles of an 8.2-item cycle
would have required 41 terms. Your Y Columns would then have corresponded to the
first 8 colums ,of an 8.2-item periodic table. In such a table the 3rd line would
have been 9 items long (~58 deing in the 9th column), and your 4th line would have
started with 22, Coneequently your Y values for the 4th cycle would have been 22,

. =32, 26, -22 ~72, 4, and ~1; your Y values for the Sth cycle would have started
with {2 in position 1, etc.

If the cycle had been over 8 1/2 items long (say 8.8 items) you would bave had
to call it 9 items long. Just as in the 9th column of an 8.8-item Table you would
have had to use certain items twice.

The angle O (theta) in an B-item cycle is 360° + 8 or 45°. Or, if you use 100%
to represent your vhole circle it is 100% + 8 or 12.5. The angles in Col. (b) have

been figured on & percentage basis. They are in each case 12.5 times the values in
Col. (a).

If you uae percentages in Col. (b) you have to look your sines and cosines up
in a percentage table of sines. Such a table is supplied with the supplement to this
lesson. It was also supplied with Lesson XV,

o
"If you had used degrees your Col. (b)wouldhave read 45°, 90°, 135°, 180°, 225°,
270°, 315°, 360°,. You would have looked sines and cosines up in a degree table. In

either event the sine and cosine values entered into Col. (c¢) and (d) would have
been the same.

I think the rest of the computations in Table II are quite clear, if you mas-
tered Lesson XV. For each cycle you multiply the Y values by sin © and by cos 6,
total, ard divide by 4 (half the number of terms in the cycle).

Armstrong left this last step out (see his Footnote 3), but I prefer to include
it. Hovever it is not important. TYou get the same answer either uvay.

Table I1I: I can't see rmuch of anything to talk about here. Your A's and B's come
from Table II., Your squares come from the table of squares starting on page 548 of
Spurr, Kellogg, and Smith, The table starting on page 5!8 also gives the square
root values needed in the computations to follou.

Computations: I can't see anything here which isn't self evident, except perhaps
the last figure of 9.76. The table of exponentials in the supplement gives o8
9.02, e2:3 a3 9. 97. The difference is 9.97-9.02 or .95. Consequently e2-278 would
be (approximately) 9.02 £ 788 of .95 or 9.02 £ .74 = 9.76.
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To find

the number of cycles for any desired degree of significance.

According to the Bartel's test, how many cycles of this degree of regularity
vould we need to reduce the possibility of chance dowvm to 1 in 1007

From our computations above we see that

{ -2
exponent of e = 2.277 =(Lg.._'~8%}

For the denominator 8.8%9 we can gubstitute 12@- ‘to get { 19.88
-.'H~

a 13.42\2
5

13.42\2
Hence 12.88; = exponent of e,
X |

Taking square root of both 13.42
sides we get 19.88 = Yexponent of e
N

(Simplifying) 13,42°F . “Jexponent of e

19.88 ,
(Transposing) ‘N = %—%T?% .'1§xponent of e
(Simplifying) YN = 1.48137 * Yexponent of e
(Squaring ve get) K = (1.’4813?)2° exponent of e
(Simplifying) : N e 2.19%46 :exponent of e

From this equation you can substitute any value of the exponent of e to find
the corresponding N, or vice versa,

From your table of exponents you see that eu‘6 = 99.5, which is close enough to
100 for our purposes.
Bence solve for

B = 2.19446 ¢ 4.6

10.09

Pherefore, if this cycle continues vith the same regularity for 10 cycles, the

behavior could not happen by chance more than once in 100 times, according to
Bartel's test.

To get the times this cycle would have to continue with equal're@zlarity to
meet the 1 in 1000 test we refer again to our table of exponentials. \e see that an
exponent of 6.9 vill give us 1 in 992 times, which is good emough.

K = 2.19446 « 6.9
= 15.14
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Therefore this cycle could not continue with this same regularity for 15 repe-
titions purely as a result of chance more than once in a thousand times, according
to the Bartel's test.

Evaluation of the Bartel's test.

I think Armstrongs comment, given above, farily evaluates the Bartel's test;
*it gives perhaps the most reasonable results" of any of the tests. This is not
enough. Ve wish to know the probability of chance. Bartel's test may tell us this,
but, as far as I am concerned, this is not certain.

The Bartel's test has at least three flaws:

(a) The Bartel's test presupposes sine-cosinc waves whereas the waves ve deal
with are usually zigzag.

(b) The Bartel's test makes no distinction between the significance of pre-
determined wvave lengths and wave lengths determined from internal evidence, It is
surely harder, in a series of random numbers, to find a cycle of some given length—
say 45-items——than to find the best cycle that is there.

(c) The Bartel's test makes no distinetion between cycles vhich keep on coming
true after discovery and those which are found in past experience alome, A cycle
which repeats ten times and vhich then, after discovery, repeats ten more times, is
obviously more significant tham one vhich repeated twenty times all in the past.

However, in spite of its flaws the Bartel's test is the best test I knov about.
In fact it is the only test I know about vhich is not invalidated by the serial
correlation present in all most all natural time series.

Further Comment

Don't be misled into thinking that because a cycle is highly significant there
is any certainty that it will continue. Cycles are funny things. They come and
€o. They reappear. They are not aluvays dependable., There are periods when they
do not operate.

The regularity of the choo-choo of the old steam locomotive could not con~
ceivably come about by chance, but what happens to the sound when the train goes,
around the hill? or into a tunnel? or when the engineer shuts off the power? It s
the same way with cycles.
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Problems

1. ¥Yhat is the significance of the 9.15«year cycle ip the Standard & Poor's
Corporation Index of common stock prices?

Note: Remember that you sust remove the trend, Use deviationn from a 9-year
moving average.




Sin
4
0 0
1 .083
2 .125
3 .187
4 249
5 . 309
6 .368
7 .426
8 .482
9 .536
10 .588
11 .637
12 .684
13 .729
14,770
15 .809
16 .844
17 .876
18 .905
19 .930
20 .951
22 .982
23 .992
24,998
25 1,000
26 .998
27 .992
28 ,982
29 ‘ .968
30 .951
31 .930
32 .905
2
3 \
35 e .809
36 .770
37 .729
38 .68%
39 .637
4o .588
41 .536
42 482
By 426
Ly 368
45 .309
46 ,249
47 .187
48 .125
49 .063

.2

.012
075
.138
.200
.261
321
.380
k437
493
- 546
.598

.647
L] 69"’
737
778
.816
.851
.882
.910
- 934
-955
.972
-984
994
999
1.000

-997

"990"

.980
.965
- 947

.925
.899
.870
.838
.B02
.762
.720
.675
.628
.578

.525
471
N
.356
.297
.236
175
113
.050

A .6 ..8
(A1l Figures Positive)
.025 .038 .050
.088 .100 .113
.150 .163 .175
.212 .224 .236
.273° .285 .297
333 .345 .356
391 .403 .41b
448 460 471
.504 ° .514 .525
.557 .567 .578
.608 .618 .628
.656 .666 .675
.702 .712 .720
U6 754 762
.786 .794 .B802
.823 .831 .838
.857 .864 .870
.888 .894 .899
.915 .,920 .925
2939 943 .9u7
.958 .962 .965
974 977 .980
.987 .989 .990
.995 .996 .997
.999 1,000 1.000
1.000 .999 .999
.996  .995 .9%K-
.989 .987° .984°
977 974 972
-.962 ,958 .955
943,939 934
.920 .915 .910
.894 .888 .882
864 .857 (B
.831 .823 .B16
794 (786 .778
L7254 746 737
.712 . ,702 694
.666 656 .647
.618 ,608 .598
567 (557 {58
.514  ,504 493
W60 448 437
403 391 .380
45 333 .321
.285 .273 .261
.224 .2)2 .200
163 .150 .138
.100 .088 .075
.038 .025 .012
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SLT OF SINES AiD COSINES OF ANGLES
ZAPRTSSED AS PERCEIMTAGTS OF ;ZRIGONS

(360° = 100%)
Cos Sin
% .
75 50
76 51
77 52
78 53
79 s4
80 55
81 56
82 57
83 58
84 59
85 60
86 61
87 62
88 63
89 64
90 65
91 66
92 67
93 68
ol 69
95 70
96 71
24 « 72
98 73
99 4
0 75
1 76
2 77
3 78
b 79
5 80
6 81
7 82
(B% &9 83
9 84
10 85
11 86
12 87 -
13 88
14 89
19 .t 90
16 91
17 92
18 93
19 ol
20 95
21 96
22 97
23 98
2 99

.0

0
.063
125
.187
.249
.309
.368

426
482
.536
.588

.637
.684
729
.770
.809
844
.876
-905
.930
.951
.968
.982
.992
.998
1.000
.998
.992
.982
.968
.951

.930
.905
.876

. 809
.770
729

.637
.588

.536
482

1426

.368
.309
.249
.187
.125
.063

.2

A
(A1l Figures
.012 .025
.075 .088
.138 .150
.200 .212
.26 .273
321 .333
.380 .39
437 448
493 .504
.546 .557
.598 .608
647 .656
694,702
737 746
.778 .786
.816 .823
.851 .BS?
.882 .888
.910 .915
934 .939
.955 .958
972 .97%
.984 .987
994 .995
.999 .999
1.000 1.000
.997 .996
.990 ,989
.980 .977
.965 .962
U7 943
.925 .920
.899 .894
.870 .864
.838 .831
.802 .79
.762 .754
.720 .712.
.675 .666
.628 .618
.578 .567
.25 .514
L71 460
Ak 403
.356 .345
.297 .285
.236  .224
.175 .163
.113  .100
.050 .038
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.6

.8

Negative)

.038
.100
.163
.22u
.285
345
403
460
. 514
.567
.618

.666
.712
754
794
.831
.86
.894
-920
943
.962
977
-989
.996

.050
113
175
.236

.870
-899

925
J47
965
. 980
+990
-997

1.000 1.000

-999
. 995
. 987
.97
-958
+939

.915
.888
.857
.823
.786
o?%
702
.656
.608
<557

504
448
391
333

273
w212
.150
.088
.025

999
9%
.984
.972
-955
934

.910
.882
.851
.816
778
L d 737
694
647
.598
. 546

493
437
-380
.321
.261

-.200

.138
-075
.012



CONCLUSION

Attached are two separate studies which illustrate first, the techniques
involved in the isolation and definitization of a single cycle, and second, the
result of an effort to make a more thorough study, definitizing several cycles,
combining and projecting them to compare against actuasl experience.

The first study is “The 9.18-Year Cycle in Railroad Stock Prices, 1831-1955
and the Techniques Used in Its Definitization." This 4s reprinted from the
Journal of Cycle Research for July, 1956.

This study gives a detailed account of the steps taken and the work done to
isolate the 9.18-year cycle. All the figure work is included in the account.

The second reprint is "Trend and Cycles in Stock Prices" together with
"The Stock Market Cycle Synthesis."

This summarizes the work done in isolating and combining eleven different
waves and the trend to arrive at a synthesis line with which to compare actusl
stock prices. We are currently in the middle of auditing this study, which was
originally done in 1944,

As & rough measure it can be said that the second study represents at least
11 times the work done in the first study. Those of you who are tempted to use
deily figures should reflect a little about the time and effort used for this
work. Remember also that we do not consider this a complete answer.

As you become interested in a particular series of data, or in a particular
cycle length in any series, you may want to check and see if any work has already
been done in the series or the length, you are studying.

For reference we are also including here the "Index to 'Cycles' - Vols, I - V",

Good luck,



TESTING CYCLES FOR STATISTICAL SIGNIFICANCE

Applying the Bartels Test of Significance
to a Time Series Cycle Analysis

by Charles E. Armstrong

In the cycle analysis of time series,
the question almost invariably arises as
to whether or not a given period shows
statistical evidence of reality. Among the
various devices used in testing for signi-
ficance, Partels’ technique seems to give
perhaps the most reasonable results. This
test of significance, when applied to the
cycle analysis of time series, reflects
the degree to which a particular periodic-
ity is consistently present throughout the
series under study, as well as the per-
sistence of the cycle, i.e., the number of
waves contained in the series. In this
test the cycle curve for the given period
under test is fitted to the entire series,
and the amplitude of the resulting meas-
ured cycle is compared with the amplitude
which might be expected to occur as & re-
sult of chance factors alone. This ex-
pected amplitude is determined Ly fitting
the cycle curve for the given period sepa-
rately to successive segments of the se-
ries, each segment being one period in
length., From the n individual amplitudes
so obtained, an estimate of the expected
average amplitude is computed in accord-
ance with the rule used in determining the
dispersion of the mean, i.e., by dividing
the quadratic mean of the individual
amplitudes by vi. By comparing the meas-
ured average amplitude as obtained by
fitting the cycle curve to the entire se-
ries with the expected average amplitude,
we have 8 direct means, through the use of
standard prolability formulae, of arriving
at a mathematical measure of the genuine-
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ness of the observed cycle. As will be
seen, the resulting measure of genuineness
will be high in cases where individual cy-
cles exhibit stability in both amplitude
and timing, and low where the opposite
conditions oltain. Also, the value of n,
the number of individual periods contained
in the series, has a positive effect on
this measure. Of course, for n=] the test
is meaningless.

Since periods other than the particular
one under analysis affect both the meas-
ured and expected average amplitudes in
the same way and to the same degree, the
final measure of genuineness is not af-
fected Ly such disturking elements. Like-
wise, the effects of any serial correla-
tion present in the series is nullified by
appesring in loth sides of the ratio of
measured to expected amplitude. Hence, the
test may with safety be applied to series
of deviations from moving averages or from
other trend or smoothing curve devices,
the use of which may change the amount of
serial correlation present in the series.

The Bartels test is not designed prima-
rily as a means of locating the periods of
cycles present in a series. Tts chief val-
ue lies in its application as a test of
significance after the period has been
located Ly some other means. However, in
the process of locating the exact period,
it is often possible to set up the work
processes and papers in such a way as to
facilitate the application of the Bartels
test after the period has been determined.
The following tables and chart i}lustrate
the application of the test to the results
of a harmonic analysis of a typical eco-
nomic series.



